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A Responsible Machine Learning Workflow†

†A Responsible Machine Learning Workflow
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Why Care About Bias in Machine Learning?

• Responsible practice: ML can
affect millions of people! [7]

• Legal risk: Non-compliance
fines and litigation costs.

• Reputational risk: Upon
encountering a perceived
unethical ML system, 34% of
consumers are likely to, “stop
interacting with the company.”a

aSee: Why addressing ethical questions
in AI will benefit organizations.

Figure: The frequency of different types of AI incidents based on a
qualitative analysis of 169 publicly reported incidents between 1988
and February 1, 2021.
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What Is Bias?

• ISO defines bias as, “the degree to which a reference value deviates from the
truth.”‡

• Because all data and models are simplified and approximate representations of
reality, all data, statistical models, and ML models encode different types of bias,
i.e., systematic misrepresentations of reality.

• Oftentimes, bias is helpful.
• Shrunken and robust βj coefficients in penalized linear models.

• Other types of bias can be unwanted, unhelpful, discriminatory, or illegal.

‡See: ISO 3534-1:2006.
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What Is Bias in ML?

Recent authoritative work from NIST [8] established three main types of bias in ML:
• Systemic bias: Sociological biases (racism, sexism, ableism, etc.) encoded in

training data, design choices, or deployment choices.
• Human bias: Cognitive mechanisms that alter human perception or cause humans

to make wrong decisions.
• Computational/statistical bias: Systematically wrong model outcomes that

often arise from poor data collection or model misspecification.
The next slide will address human biases, and the remainder of this lecture focuses on
systemic biases. A great deal of the class topics, e.g., explainable models, post-hoc
explanation, model debugging, are meant to decrease computational/statistical bias.
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What are Human Biases in ML?

• Anchoring: When a particular reference point, or anchor, has an undue effect on people’s
decisions.

• Availability heuristic: We often confuse easy to remember with correct.
• Confirmation bias: People tend to prefer information that aligns with, or confirms, their

existing beliefs.
• Dunning-Kruger effect: The tendency of people with low ability in a given area or task

to overestimate their self-assessed ability.
• Funding bias: A bias toward highlighting or promoting results that support or satisfy the

funding agency or financial supporter of a project.
• Groupthink: When people in a group tend to make nonoptimal decisions based on their

desire to conform to the group or fear dissenting with the group.
• McNamara fallacy: The belief that decisions should be made based solely on

quantitative information, at the expense of qualitative information or data points that
aren’t easily measured.

• Techno-chauvinism: The belief that technology is always the solution.
7
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Legal Notions of Systemic Bias

• Protected groups: In the US, many laws and regulations prohibit discrimination based
on race, sex (or gender, in some cases), age, religious affiliation, national origin, and
disability status, among other categories.

• Disparate treatment: A decision that treats an individual less favorably than similarly
situated individuals because of a protected characteristic.§

• Disparate impact: The result of a seemingly neutral policy or practice that
disproportionately harms a protected group.

• Differential validity: When an employment test is a better indicator of job performance
for some groups than for others.

• Screen out: When a person with a disability is unable to interact with an employment
assessment, and is screened out of a job or promotion by default.¶

§Concerns about disparate treatment, and more general systemic bias, are why we typically try not
to use demographic markers as direct inputs to ML models.

¶See: The Americans with Disabilities Act and the Use of Software, Algorithms, and Artificial
Intelligence to Assess Job Applicants and Employees for recent EEOC statements on screenout and AI.
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What is Systemic Bias in ML?

• Overt discrimination: Using demographic information in models for the purpose
of harming certain demographic groups. (Related to disparate treatment.)

• Misallocation of resources: When model outputs disproportionately favor
certain demograhic groups over others. (Related to disparate impact, often
discussed as a lack of “statistical parity.”)

• Unequal quality of service: When model performance favors certain demograhic
groups over others. (Related to differential validity.)

• Individual or local bias: When a model treats similar individuals differently based
on demogrpahic group membership.
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Who Tends to Experience Systemic Bias from ML Systems?

• Age:
• Older people: Those 40 and above are more likely to experience discrimination in online content;

age cutoff can be older in traditional applications–employment, housing, or consumer finance.
• Younger people: Participation in Medicare or the accumulation of wealth may make older people

the favored group in other scenarios.

• Disability: Those with physical, mental, or emotional disabilities.
• Immigration status or national origin: Immigrants with any immigration status,

including naturalized citizens.
• Language: Those who use languages other than English or who write in non-Latin scripts.
• Race and ethnicity: Races and ethnicities other than white people, including those who

identify as more than one race.
• Sex and gender: Sexes and genders other than cisgender men; in online content, women

are often favored but in harmful ways (“male gaze bias”).
• Intersectional groups: People who are in two or more of the preceding groups may

experience bias or harms greater than the sum of the two broader groups.
10
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What Harms Do People Experience?

• Denigration: Derogatory or offensive content.
• Erasure: Minization or deletion of content challenging dominant social paradigms or past

harms suffered by marginalized groups.
• Exnomination: Treating notions like whiteness, maleness, or heterosexuality as central

human norms.
• Misrecognition: Mistaking a person’s identity or failing to recognize someone’s humanity.
• Stereotyping: Assigning characteristics to all members of a group.
• Underrepresentation: The lack of fair or adequate representation of demographic groups

in model output.
• Economic harms: Reduction of the economic opportunity or value for some groups.
• Physical harms: Hurting or killing someone.
• Psychological harms: Causing mental or emotional distress.
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Considerations for Data

General issues:
• Representativeness: Does the number of rows of data for each group match real demographic

distributions? If no, often results in differential validity/quality of service.

• Distribution of outcomes: Are favorable outcomes (y values) distributed equally across demographic
groups? If no, often results in misallocation of resources/disparate impact.

• Proxies: Do seemingly neutral features actually encode systemic bias? If yes, often results in
misallocation of resources/disparate impact.

Specific examples:
• Incomplete or inaccurate data, e.g., under-representation of minorities. See Gender Shades [2].

• Accurate but differing distributions of outcomes, correlation, or local dependencies between demographic
groups and past outcomes, e.g., traditional FICO credit scores.‖

• Name or zip code acting as proxies for race.

• Explicit encoding of systemtic biases into training data, e.g., criminal records.

‖See: https://shiftprocessing.com/credit-score/#race
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Common Test Metrics for Systemic Bias in ML

• Misallocation/disparate impact, e.g.:
• Adverse impact ratio: % acceptedp

% acceptedc

• Marginal effect: % acceptedp − % acceptedc
• Standardized mean difference:

¯̂yp−¯̂yc
σŷ

• Different quality of service/validity, e.g.: qualityp
qualityc

where, p ≡ protected group and c ≡ control group (often white males).

There are many other, sometimes conflicting, mathematical definitions of
discrimination. See 21 Definitions of Fairness and Their Politics.
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Example AIR Calculation
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Example AIR Calculation
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Common Test Metrics for Systemic Bias in ML
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Additional Considerations for Bias Testing

• Understand past similar incidents, via the AI Incident Database.
• Adversarial models: Use another ML model (hadversary ) to predict demographic group

membership from predictions (ŷ) or model inputs (Xj).
• Local bias: Search around probability thresholds, apply adversarial models, apply

counterfactual explanations.
• Understand drivers of bias with post-hoc explanation:

• To be conducted after bias is confirmed by standard tests.
• Be aware: lack of demographic features, fairwashing [1], and scaffolding [9].

• Multinomial classication: χ2 or equality of opportunity tests; dimension reduction on Ŷ
matrix, apply continous outcome tests.

• Unsupervised learning: Adversarial models on cluster labels or extracted features,
discrete outcome tests for cluster labels, and continuous outcome tests for extracted
features.
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How to Mitigate Systemic Bias in ML?

Fix the data:
• Collect demographically representative training data.
• Label and annotate data carefully.
• Select features judiciously.
• Sample and reweigh training data to minimize bias (consider

group size and outcomes).[4]
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How to Mitigate Systemic Bias in ML?

Fix the model:
• Consider bias measures when selecting hyperparameters and cutoff thresholds.
• Train less biased models directly:

• Learning fair representations (LFR) and adversarial de-biasing.[10], [11]
• Use dual objective functions that consider both accuracy and fairness metrics.

• Edit model mechanisms to ensure less biased predictions, e.g., with GA2M/EBM
models.
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How to Mitigate Systemic Bias in ML?

Figure: An example of considering bias measures in model selection.
20
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How to Mitigate Systemic Bias in ML?

Fix the predictions:
• Balance model predictions, e.g., reject-option classification.[5]∗∗

• Correct or override predictions with model assertions or appeal
mechansims.[3], [6]

∗∗Re-balancing predictons based on protected class information may give rise to risks relating to
disparate treatment, reverse discrimination, or unapproved affirmative action.
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How to Mitigate Systemic Bias in ML?

• Fix organizational processes/apply
governance: Lecture 6.

• Apply the scientific method and
experimental design to ML systems.

• Increase demographic and professional
diversity in ML teams.

As part of a responsible ML workflow.
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